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Article history: Detection and tracking of objects in the side-near-field has attracted much attention for the
Received 30 December 2016 development of advanced driver assistance systems. This paper presents a cost-effective
Received in revised form 28 February 2017 approach to track moving objects around vehicles using linearly arrayed ultrasonic sensors.

Accepted 27 April 2017 To understand the detection characteristics of a single sensor, an empirical detection model

was developed considering the shapes and surface materials of various detected objects.
Eight sensors were arrayed linearly to expand the detection range for further application
in traffic environment recognition. Two types of tracking algorithms, including an
Ultrasonic sensor Extended Kalman filter (EKF) and an Unscented Kalman filter (UKF), for the sensor array
Object tracking were designed for dynamic object tracking. The ultrasonic sensor array was designed to
Kalman filter have two types of fire sequences: mutual firing or serial firing. The effectiveness of the
designed algorithms were verified in two typical driving scenarios: passing intersections
with traffic sign poles or street lights, and overtaking another vehicle. Experimental results
showed that both EKF and UKF had more precise tracking position and smaller RMSE (root
mean square error) than a traditional triangular positioning method. The effectiveness also
encourages the application of cost-effective ultrasonic sensors in the near-field environ-

ment perception in autonomous driving systems.
© 2017 Elsevier Ltd. All rights reserved.
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1. Introduction

With rapid development of advanced driver assistance systems (ADAS) and intelligent vehicles, various types of sensors
(e.g., radars with79 GHz or 24 GHz, lidar, camera, ultrasonic sensor, etc.) have been utilized to percept the surrounding traffic
environment of road vehicles [1,2]. Among these sensors, ultrasonic ones have the advantages of low cost, wide detection
angle, small blind zone in the near-field and relatively good robustness to variant environmental conditions (e.g., lighting,
fog, etc.) [3-6]. Additionally, the detection range of ultrasonic sensors can be significantly expanded from near-field
(< 2 m) to middle-distance (5 m or even longer) by reducing signal attenuation and increasing the sensitivity of signal
processing circuit [7] .

* Corresponding author.
E-mail addresses: lisb04@gmail.com (S.E. Li), guofali@szu.edu.cn (G. Li), ljty10000n@sina.com (J. Yu), changliu@berkeley.edu (C. Liu), chengbo@tsinghua.
edu.cn (B. Cheng), wjqlws@tsinghua.edu.cn (J. Wang), likq@tsinghua.edu.cn (K. Li).
T The first two authors, Shengbo Eben Li and Guofa Li, have equally contributed to this research work.

http://dx.doi.org/10.1016/j.ymssp.2017.04.041
0888-3270/© 2017 Elsevier Ltd. All rights reserved.


http://crossmark.crossref.org/dialog/?doi=10.1016/j.ymssp.2017.04.041&domain=pdf
http://dx.doi.org/10.1016/j.ymssp.2017.04.041
mailto:lisb04@gmail.com
mailto:guofali@szu.edu.cn
mailto:ljty10000n@sina.com
mailto:changliu@berkeley.edu
mailto:chengbo@tsinghua.edu.cn
mailto:chengbo@tsinghua.edu.cn
mailto:wjqlws@tsinghua.edu.cn
mailto:likq@tsinghua.edu.cn
http://dx.doi.org/10.1016/j.ymssp.2017.04.041
http://www.sciencedirect.com/science/journal/08883270
http://www.elsevier.com/locate/ymssp

174 S.E. Li et al./ Mechanical Systems and Signal Processing 98 (2018) 173-189

Ultrasonic sensors apply the principle of ‘time of flight’ (TOF) to measure distance, which computes the travel time of
ultrasonic echo reflected from the target [8]. Therefore, the performance of ultrasonic sensors highly depends on the reflec-
tive characteristics (e.g., shape, surface material) of the target surface. In urban traffic environments, traffic participants and
road facilities are with various shapes and surface materials. For example, the shapes of vehicles and pedestrians are largely
different from each other. The surface material of vehicles is metal, while that for pedestrians is usually cloth. Besides, vari-
ation of ultrasound speed due to fluctuations of temperature, humidity and wind may also have noticeable effects on the
measurement accuracy [9], which complicates the analysis of ultrasonic signals.

Thus, an accurate and reliable model of ultrasonic sensors is of critical importance to the design of detection and tracking
algorithms. In the literature, the models can be divided into two types based on their modeling principles: physical models
and empirical models. The physical models are derived from the fundamentals of sensor working process, which simulate
the errors based on the mechanisms of generation. For example, Kuc and Siegel designed a three-level model including geo-
metric distance calculation, attenuation from reflection and transmission, and object recognition based on threshold meth-
ods [10]. A physical model has strong ability to predict sensing process; however, it is difficult to be adopted in traffic
environment due to the hardness of ultrasound propagation simulation in unstable atmosphere and attenuation simulation
from complex surfaces. The empirical model, by considering the ultrasonic sensor as a black box, interprets sensor measure-
ments as outcomes of the underlying random process [11]. Building an empirical model usually requires various environ-
ments and large amounts of experiments, which discourages its applicability in the traffic environments [12]. Some
empirical models only focus on the observable performance metrics, for example, detection range and measurement error,
which are more environmentally flexible and can be generated through a few experiments. For example, Ishihara et al. built a
deterministic sensor model with ranging accuracy influenced by object orientations, and discovered that object orientation
could affect the ranging accuracy up to 3% [13]. Majchrzak et al. developed a deterministic sensor model based on experi-
mental results with measurement error related to target distance [14]. These models consider a few factors like target dis-
tance and orientation. In this study, we build a new deterministic model that incorporates additional factors such as target
shape and target surface material to extend its suitability in traffic environment.

Using ultrasonic sensor models with good accuracy and reliability, arrayed sensors could be employed to localize and
track objects. Existing methods on object localization and tracking can be classified into two categories: deterministic meth-
ods and probabilistic methods. Deterministic methods usually utilize the spherical positioning technique for object localiza-
tion, which computes the intersection area of circles centered at each sensor with radius equal to the measured distance [15].
The triangle method is a representative using the framework of deterministic methods, cooperating measures from two sen-
sors for two dimensional positioning. These methods are relatively simple to implement but do not take the uncertainty of
sensor into consideration. Probabilistic methods, on the other hand, represent information in a probabilistic way [16]. Com-
mon approaches include nonparametric filters and parametric filters. Nonparametric filters such as histogram filter and par-
ticle filter decompose the state space probability distribution into a histogram and a series of particles respectively. K6hler
et al. set up a linear sensor array with three sensors mounted on both sides of a vehicle and utilized the particle filter to track
objects [17]. Joint particle weighting was decided by an inverse sensor model and a reliability model. Yang developed an
improved partible filter using a four fixed features based system model to limit the density of the landmarks and as well
as the computing complexity [18]. Above that, a map adjustment technique was used to increase the accuracy and efficiency
of the tracking algorithm. Other examples can be found in Adiprawita et al. [19], Zhang and Zapata [20] and Muller [21]. Such
nonparametric filters as particle filters have good tracking performance on nonlinear sensing dynamics, yet it incurs high
computation burden when large number of particles are needed to ensure tracking precision. The case is even severe in
arrayed sensors when multiple sensor measurements are utilized at each step. In contrast, the parametric filter based track-
ing approaches, including Kalman filter, Extended Kalman filter and Unscented Kalman filter, use time-varying parameters to
represent probability distribution and are well suited for continuous tracking with low computational complexity in
dynamic environment. D’Alfonso et al. set up a sectorial sensor array with five ultrasonic sensors and utilized EKF and
UKF which contains a switching sensor activation policy for indoor position and orientation estimating [22]. A substantial
equivalence of the two filters was showed by real data based tracking results. Ko and Choi developed an UKF for indoor
object localization, which used a pre-filtering method to overcome the bad effect from unexpected external noise [23].
Kim SJ and Kim BK used isotropic ultrasonic Tx and Rx array for the tracked object and the tracking platform separately
[24]. An EKF is developed to compensate the ultrasonic distances from the odometric information traveled by the platform.
Beyond that, Extended Kalman filter and Unscented Kalman filter are also capable in sensing systems with nonlinear dynam-
ics and are therefore be adopted in this work for object tracking in traffic environment.

This paper aims to: 1) develop an accurate and reliable ultrasonic sensor model for traffic environment recognition con-
sidering the shapes and surface materials of traffic participants and road facilities; and 2) design object tracking algorithms
using linearly arrayed ultrasonic sensors and compare their tracking performances to the triangle positioning method. The
main contribution of this paper lies in the successful attempts to track surrounding objects dynamically in traffic environ-
ments using improved Kalman filtering algorithms based on cost-effective ultrasonic sensor array. This work also encourages
the application of cost-effective ultrasonic sensors in the near-field environment perception in fuel consumption strategies
[25] and autonomous driving systems.
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2. Modeling of single ultrasonic sensor
2.1. Experiment design

An experiment platform was constructed to analyze the characteristics of single ultrasonic sensor. As shown in Fig. 1, the
platform consisted of three main components: an ultrasonic sensor, the control circuit and a personal computer (PC). The
control circuit was based on the Arduino board and could actuate the sensor module by sending out a series of pulses
and then captured the echoes to calculate the distance. The temperature module in the control circuit was based on the
non-contact infrared sensor module MLX90614, which was used to compensate for the effect of temperature fluctuation.
The communication between the platform and the PC was realized using serial connection.

This experiment aims to understand the measurement accuracy for different objects that may appear in a vehicle’s side
zone using ultrasonic sensors. Four characteristics of the objects were considered, including object shape, surface material,
relative distance to the sensor and relative orientation to the center line of the sensor. The relative distance between the
object and the sensor center ranged from 0.5 m to 5 m with an interval of 0.5 m. The orientation to the center line of the
sensor ranged from —60° to 60° with an interval of 10°. See Fig. 2 for the layout of the experiment.

Traffic participants and road facilities were categorized into groups according to their shape and surface material attri-
butes. For example, according to their shape, poles or boles by the side of roads were recognized as thin rods, humans
and big tree boles as thick rods, and vehicles as flat surfaces. Similarly, they were categorized into metal, polyvinyl chloride
(PVC) plastic and cloth groups according to the surface material. See Fig. 3. Thus, 9 kinds of objects (3 shapes x 3 surface
materials) were tested using the same ultrasonic sensor on the detection performance at different positions as illustrated
in Fig. 2. This categorization method covered most of the traffic participants and road facilities in the real city-traffic
environment.

2.2. Experiment data analysis

The probability for an object to be detected by ultrasonic sensors (namely chance of detection) at different positions is
illustrated in Fig. 4. The results for PVC thin rod objects are shown in Fig. 4(b). When the rods moved further from the ultra-
sonic sensor, the chance of detection decreased sharply when the distance to the sensor exceeded 2.0 m at 0° to the center
line of the sensor. Similar trends were found when the angle to the center line of the sensor was 10 or 20°. Interestingly,
wherever the PVC thin rod was placed at any distance with an angle larger than 30°, the chance of detection lost, keeping
at 0. Almost the same thing happened for the detection of other types of objects. See Fig. 4 for details.

2.2.1. Detection scope model by single sensor

The detection scopes for each kind of objects are illustrated in Fig. 5. The warmer the color is, the higher probability a
specific object would be detected. Objects within the innermost red line can be detected with a 100% probability, while
objects outside the outermost blue line will never be detected. The probability to be detected decreases within the colored
region, from the innermost to the outermost. Results showed that the detection performance for metal objects ranked the
highest with PVC ranking the second and cloth ranking the third. For the detection performance of objects with different
shapes, flat surface ranked the highest, following by thick rod and thin rod. In this paper, we define the effective detection

Temperature

Fig. 1. Configuration of the experiment platform.
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Fig. 3. Classification of tested objects.

scope as the region in which the detection probability is 100% and the maximum detection scope as the region with a detec-
tion probability of 0.

To fit the detection scopes illustrated in Fig. 5, three planar geometry models were employed. They were an ellipse, a half
ellipse + a triangle, and two quadratic curves. The illustrated models, mathematical equations and parameter values for each
model can be found in Table 1.

Root Mean Square Error (RMSE) was adopted as the criteria to compare the performance of the three employed models.
The smaller, the better. The performance results of the three models are shown in Fig. 6.

As presented, the two quadratic curves model was found to perform the smallest RMSE. The ellipse model ranked the sec-
ond, and the half ellipse + a triangle model ranked the third. The fitting parameters of the two quadratic curves model for the
detection of different object types are shown in Table 2, for both the effective detection scope and maximum detection scope.
This model was used in the development of a detection probability model and further object tracking algorithms.

2.2.2. Measurement error model by single sensor

The fitting result between the measured and real distances of a thick rod is illustrated in Fig. 7(a). The measurement error
is quite small and is subject to a normal distribution. See Fig. 7(b). Measurement error of ultrasonic sensors mainly comes
from temperature fluctuation, wind speed disturbance and random noises. See Eq. (1) for the measurement error model. The
sensors used in this study are with temperature compensation, and the tests were conducted in a sunny day with slight wind
speed. Thus, the influence from temperature and wind could be neglected (d, ~ 0), and the random error ¢ come out as the
leading contributor to the measurement error.

di=do+dy,+¢ (1)

It is assumed that the random error ¢ is a zero-mean Gaussian random variable. The random error is mainly influenced by the
object shape, material, distance and orientation to the ultrasonic sensor. The errors with respect to the mentioned influenc-
ing factors are shown in Fig. 8. Linear regression was conducted to reveal the effects of these factors. As the object shapes and
surface materials are discrete variables, regression needs to be conducted for objects with different shapes and materials. It
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Parameter value
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Fig. 6. Performance of the employed fitting models.
Table 2
Parameters of the two quadratic curves model for the detection of different objects.
Effective/Maximum Metal PVC Cloth
Thin rod 1 2.05/2.71 2.09/2.97 1.09/1.98
h 0.37/0.72 0.35/0.69 0.37/0.31
Thick rod 1 3.04/3.61 2.683.54 1.62/2.24
h 0.56/0.98 0.54/0.86 0.35/0.79
Flat surface I 4.89/5.42 4.98/5.70 3.80/4.63
h 1.45/2.37 1.32/2.21 1.15/1.84

can be inferred from the previously obtained knowledge that the measurement errors change with a similar trend between

objects with different shapes and materials. Thus, the proposed linear regression model is shown as:

SV:ﬁ0+B]d+ﬂ20

(2)

where SV is the sample variance of measurement error &, d is the distance (m), 0 is the orientation to sensor central line
(°, 6> 0). The regression results show that g, =0.0795, f, = 0.0047. B, varies with respect to different object shapes and
surface materials. See Table 3 for the values of f,.
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Table 3
Values of for different object shapes and surface materials.
Metal PVC Cloth
Thick rod 0.0836 0.0863 0.0796
Thin rod 0.0670 0.0434 0.0691
Flat surface —0.0474 —0.0352 0.0213
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3. Design of two tracking algorithms using sensor array

To get a clear overview of the work presented this paper, the summarized structure is shown in Fig. 9. Single sensor mod-
eling considering shapes and surface materials is marked as black lines. Measurement error model, detection scope model
and detection probability model were built based on the work presented in Section 2. The proposed EKF and UKF tracking
algorithms were presented in detail in Section 3. Verification of the proposed tracking algorithms were marked as green lines
for the simulation, and red lines for the field tests. In the simulation, sensor measurement was simulated by employing the
detection scope model and detection probability model. Simulated sensor measurement and measurement error model were
used to verify the effectiveness of the proposed tracking algorithms. The results were shown in Section 4. In the field tests,
measurement from the mounted sensors on the instrumented vehicle and the measurement error model served as inputs to
verify the effectiveness of the proposed tracking algorithms. The results were shown in Section 5. Marked as dash lines in
Fig. 9, object classification algorithm and application in advanced driver assistance systems (ADAS) or autonomous vehicles
were not described in detail in this paper. The work on object classification algorithm design will be published in a further
journal paper. Here in this paper, the object type was considered to be known, focusing on the tracking algorithms design
and verification.

3.1. Configuration of arrayed ultrasonic sensors

Because of the detection scope limitation of a single ultrasonic sensor, multiple ones are needed for applications in vehi-
cles to detect and track surrounding object. The arrayed ultrasonic system used in this study is presented in Fig. 10. On each
side of the vehicle, 8 sensors with an interval of 50 cm between each were arrayed linearly to localize and track objects in the
specific side zone. Two typical firing sequences were applied: serial sensor firing and mutual sensor firing. Serial sensor firing
activates the sensor one by one, which requires only simple circuits but can result in less frequent measurements. Mutual
sensor firing has the distinctive advantage of larger information content, while at the cost of more complex circuits and
higher computation workload. See Fig. 11 for the illustration of firing sequences. In the serial firing sequence method, pair

Shapes
; Sensor Single sensor model
Objects measurement |-+ g )
_______ v Surface materials
[ Object classification |
\___ _algoritm |
v ¥ § , N’
Measurement Detection scope
error model Simulated model
sensor v
- measurement Detection ]
EKF&IUKF.tThracklng probability model
algorithms
) )

Tracking results
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Fig. 10. Sensor array system layout (s: distance between each two adjacent sensors).
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Fig. 11. (a) Serial sensor firing sequence; (b) Mutual sensor firing sequence.

detection were used. Pair detection means that when a sensor is fired, the firing sensor itself and the two adjacent sensors
(one for the first and eighth sensor) are activated to receive the echo. See Fig. 11(a). The firing period T was set to 50 ms to
ensure that no echo from the last pulse would be received. In the mutual firing sequence method, cross talking between dif-
ferent sensors may cause measurement errors. To solve this problem, many solutions have been proposed and validated
[3,26] . The ultrasonic sensors used in this study have embedded the cross talking solution proposed by Agarwal et al. in
the design of the sensory system [3].

3.2. Selection of typical tracking scenarios

Two typical tracking scenarios were examined. See Fig. 12. In scenario 1, a metal pole with a diameter of 20 cm was used
to simulate the traffic sign or street light rods. The lateral distance between the pole and the host vehicle was 2 m. The host
vehicle travelled at 5 km/h to detect and track the target pole. In scenario 2, another car with a lateral distance of 2 m to the
host vehicle was travelling at 10 km/h to simulate an overtaking situation. The host vehicle still moved at 5 km/h. The vehi-
cles were simulated as 4 x 1.8 m rectangles. As shown in Fig. 12, the sensor nearest to the end of the host vehicle was taken
as the coordinate origin.

3.3. Tracking algorithm based on Kalman filter

The system model and observation model were established according to the kinematic movement characteristics in the
typical scenarios. An Extended Kalman Filtering (EKF) and a Unscented Kalman Filter (UKF) tracking algorithms were
designed based on the established observation model. The main challenges of the tracking algorithm design lie in the low
firing frequency of the used sensors and the partially resulting limited effective signals in dynamically changing environ-
ments. Conventional methods cannot deal with this problem effectively, while tracking filters design has shown good capa-
bilities in deal with it in dynamically changing environments. However, current attempts mainly focuses on the applications
in robots. Solutions to the problems in automotive engineering need to be further developed.

200cm

\ Skm/h
) 1

(a) Scenario 1 (b) Scenario 2

Fig. 12. Illustration of the two typical tracking scenarios.
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3.3.1. System model and observation model

In this study, the sensors would be fired every 50 ms. Therefore, the arrayed sensor system could be regarded as a discrete
system. The linearly moving trajectory shown in Fig. 12 indicates that the state transition matrix is a linear matrix. Although
the observation matrix is linear in polar coordinate system, it would be nonlinear when converted to Cartesian coordinate
system. Thus, the system model and observation model can be described as:

X = AXy1 + Wiy,

Zi = h(X) + Vi, 3)

where X is the system state at time step k, Z, is the observation vector at time step k, A is the status transition matrix, h(-)is
the observation model, W, V, are the independent zero-mean Gaussian process noise and observation noise, respectively.
The system state is described as:

Xi = (X,Y, Ux, Uy, Ox, Qy, (x, @y ), (4)

where x, y are the longitudinal and lateral position of the target objects, vy, v,are the traveling velocities, ay, a,are the accel-
erations, and ay, a,are the derivative of accelerations. For the target tracking pole, it is regarded as a point. While for the tar-
get tracking vehicle, state variables of the front right point are used to describe the state information of the vehicle. The state
transition matrix is:

10T 0T 0 T/6 O

010T 0 T*2 0 T6

0010 T 0 T2 0
A_|0001 0 T 0 T2 5)
0000 1 0 T 0

0000 O 1 0 T

0000 O 0 1 0

0000 O 0 0 1 |

where T is the firing period of the sensors. The observation model for mutual firing sequence method is defined as:

hi(Xi) =/ (X = %)% + (v — y)? (6)

where (x;,Y;) is the location of sensor i, (x,y) is the location of the tracking point. While the observation model for serial firing
sequence method is defined as:

%) = (Vo =7+ 0=+l 07+ -7 2 @)

where (x;,y;) is the location of the receiving sensor i, (x;,¥;) is the location of the firing sensor j, (x,y) is the location of the
tracking point.

3.3.2. EKF (Extended Kalman Filtering) algorithm
The EKF utilizes Taylor Truncation to linearize the observation model with nonlinear observation. The linearized obser-
vation equation can therefore be described as:

Hii = =2 e, (8)

Due to the detection range limitation of the ultrasonic sensors, there will usually be some missing measurements among the
8 sensors. The detection probability model mentioned above in Section 2 was used to deal with this situation in the simu-
lation work in Section 4. To track the target object effectively based on the available measurements, a centralized EKF
method that selectively fuses valid measurements is developed. See Fig. 13. Suppose there are m(1 < m < 8) sensors with
valid measurements. The new observation vector and observation matrix are:

Zk,s = [Zk,sl g ,Zk,sm]Ta (9)
Hk.s = [Hk.s, IR 7HI<.s,,,}T-

For sensors with valid measurements, target object position can be iteratively estimated as follows:
State prediction:

XE = AX’(*‘I )

10
Plz = AP,(,1AT + Q ( )
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Fig. 13. Centralized Extended Kalman Filter (EKF) framework.

Object Stz_aite

Central Tracking
System

State update:
-1
Ki = PyHy (HesP Hp +R)
Xk :X,: + Ky (Zlc,s - Hk.sX];>7 (11)
Pe = (I - KiHi, )Py,
where X,j is the prior state estimate; X, is the posterior state estimate.
The EKF uses Taylor’s quadratic truncation to linearize the nonlinear systems [27]. As Taylor’s quadratic truncation would
bring large errors and weaken the EFK performance in the strong nonlinear systems, this method is limited to the applica-

tions in weak nonlinear situations with Gaussian characteristics. For systems with strong nonlinear characteristics, improved
methods need to be developed.

3.3.3. UKF (Unscented Kalman Filter) tracking algorithm design

Although EKF is a standard technique adopted in a number of nonlinear estimation and machine learning applications,
Wan and Van Der Merwe pointed out the flaws in using EKF and proposed an improved method using UKF [27]. In the
EKF, the state distribution is approximated by a Gaussian random variable. It is then propagated analytically through the
first-order linearization of the nonlinear system. This would introduce large errors which may lead to sub-optimal perfor-
mance and divergence of the filter. The UKF addresses this problem by utilizing a polynomial approximation approach
[28]. It is based on deterministic sampling methods (Unscented Transformation), which generates sampled sigma points
to meet the mean and covariance of estimates from the last step. A normal method of symmetric sampling is utilized in this
paper. The sampling process is shown as:

2r
Ywi—x=1 (12)
i=0

2r B T
;)Wi(Xi =X) (Y —X) =Px

where r is the dimension of the sampling subject x (in this paper r = 8), X and P,, represent the mean and covariance of x
respectively, y; is the sampled point i, w; is the weighting factor of sample i. The sampled points are:

{u} = [XX+VVPxx?*Vvax] (13)
where y = \/r + K, K is the ratio parameter which adjusts the distance of the sigma points to X. The weighting factors are:

i:{x/(r+1c),i.=0 (14)
1/2(r + x),i=0

For sensors with valid measurements, object position can be iteratively estimated as follows:
(1) State prediction:
ik +1)k) = Ayi(k|k),

L—
X(k+1]k) = ik +1]k),
2; (15)
-1

. . T
(k+1\k): i(,{(k+1|k) (k+1|k))( itk +1[k) — (1<+1|1<)).

i=0
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where is the sample number and L = 2r + 1. During state updating process, the observation vector and the observation
matrix of the sensors with valid measurements are:

Zk,s = [Zk,sl PR ,Zk,sm]ry

(16)
hk.s = [hk,51 sy hk,sm]T-
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Fig. 14. Detection probability model of a single ultrasonic sensor.
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(2) State update:

Zik+1lk)=h (7"(1<+1|1<))
L—-
Z(k+1]k) = Zwmz (k+1]k),

i=0

L-1
Po(k+1lk) =Y we(Zi(k + 1[k) — Z(k + 11k) (Zi(k + 1]k) — Z(k + 1]k))’,
i=0

o (17)

Pa(k+11k) = S W (Zi(k + 1]k) — Z(k + 1]k)) (Zi(k + 1]k) — X(k + 1]k))’
Kk+1)= PXZ(I; 1|k)P} (k+1]k),

X(k+1k+1) =X (k+1|k)+K(k+1)(Zs(k+1)7Z(k+1\k)),
P(k + 1|k + 1) = P(k + 1|k) — K(k + 1)P(k + 1[kK)K(k + 1)",

where w" and wf are weighting factors. In this paper, w"* = w¢ = w;.The UKF is based on the unscented transform technique,
a mechanism for propagating mean and covariance through a nonlinear transformation [29]. The state vector is approxi-
mated by a Gaussian random variable, but is represented using a minimal set of carefully chosen sample points, called sigma
points. These points capture the posterior mean and covariance of the Gaussian random variable with a second order accu-
racy. Thus, the UKF method is supposed to have better performance in nonlinear systems.

4. Tracking results and discussion from simulation

Based on the detection chance and detection scope analysis mentioned above, a detection probability model was pro-
posed to simulate the presence of invalid measurement in simulation. See Fig. 14. The detection probability for objects
within the effective scope would always be detected precisely, saying the detection probability of 100%. Objects beyond
the maximum detection scope would never been detected, which means a detection probability of 0. For objects within
the maximum scope but beyond the effective scope, the detection probability would decrease linearly from 100% to O.
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Fig. 16. Tracking performance of mutual firing sequence in scenario 2.
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For example, the detection capability at point T is needed. The line between T and the center (A) of the effective detection
scope crosses the effective scope at point B, and extends to point C on the maximum detection scope. The detection prob-
ability at point T is r according to the model shown in Fig. 14. A random number a will be generated in the simulation exper-
iments in Section 4 to simulate the detection capabilities of the ultrasonic sensors (a € [0,1]). If the random number a is
smaller than r, the measurement at point T will be returned, which means that an object at point T will be detected. Other-
wise, the object cannot be detected (no returned measurement).

An advanced triangle method (ATM) was employed to compare the tracking performance of the proposed EKF and UKF
methods. The ATM calculated the mean value of the location results obtained from each pair of the 8 sensors using tradi-
tional triangle localization method. See [30-32]| for more details. Three indices were used to evaluate the tracking perfor-
mance of each method, including the calculated lateral position, tracking speed error and Root Mean Squared Error
(RMSE) of the lateral position. See Eq. (18) for the definition of RMSE.

RMSE:,/%XZL(y,.—y)Z, (18)

where y; is the calculated number and y is the mean value of the calculated numbers, N = 20.
4.1. Mutual firing sequence

For both scenarios, the proposed centralized EKF and UKF methods show better tracking capabilities with smaller RMSE
compared to ATM method, especially when an object enters or exits the detection range of the arrayed ultrasonic sensors.
See Figs. 15 and 16. The measured lateral distances from the three methods are very close to the ground-truth value (2 m).
However, the EKF and UKF tracking results are more stable than that of the ATM method. The tracking speed errors for both
EKF and UKF methods does not vary much between each other. In terms of the RMSE of the tracking lateral positions, EKF and
UKF show similar results, while ATM shows larger measured differences.

4.2. Serial firing sequence

The tracking performance of serial firing sequence for scenarios 1 is shown in Fig. 17. As illustrated, the proposed central-
ized EKF and UKF show superior tracking ability with smaller RMSE compared to the ATM, especially as the tracking process
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Fig. 17. Tracking performance of serial firing sequence in scenario 1.
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continues working. The proposed filters also has more stable performance with smaller volatility of RMSE. The proposed sys-
tem and algorithms also have good speed tracking ability with a speed error less than 0.2 m/s. Under serial sensor firing
sequence, UKF shows better position and speed tracking performance than the centralized EKF, because under this condition,
the observation system has more nonlinear factors than that of the mutual firing sequence. Similar results were found in
scenario 2.

5. Verification of the tracking algorithm from field tests

To verify the tracking performance of the proposed algorithms in real field tests, serial firing sequence was utilized to
track a metal pole in the side zone. The linearly arrayed sensors were mounted on the side of a test vehicle with an interval
of 50 cm between each. The height of the mounted position was 90 cm from the ground. Sound-absorbing sponges were used
to avoid noise to adjacent sensors or from ground reflection. See Fig. 18(a) and (b) for the arrayed sensors and the instru-
mented vehicle. The test was conducted in an open test field in slight wind conditions. As shown in Fig. 18(c), a metal pole
was located 1 m, 2 m, 3 m and 4 m from the side of the test vehicle sequentially. A driver drove the vehicle straight ahead
with a speed of 5 km/h. The trials were repeated 5 times at each distance.

Similar with the simulation results shown in the previous section, the proposed centralized EKF and UKF algorithms
showed superior tracking capability in the field test scenario shown in Fig. 18(c) using a real instrumented vehicle. See
Fig. 19. Both EKF and UKF showed better position tracking capability than ATM. Concerning the tracking speed error, UKF
performed better than EKF. It indicates that UKF is more suitable in the solutions to nonlinear systems. Note that the tracking
speed error in the field tests was larger than the error in the simulation tests. It is probably because of the measurement
accuracy of the vehicle speed (only integer numbers were allowed for recording in the field tests).

6. Conclusion and future work

This paper presents a cost-effective approach to track moving objects around vehicles using linearly arrayed ultrasonic
sensors. An accurate ultrasonic detection model was developed considering the shapes and surface materials of the detected
objects. For objects with the same shape, metal ones were more likely to be detected than PVC plastic ones, than cloth ones.
Similarly, for objects with the same material, flat surface ones were likely to be detected than thick rods, than thin rods, due
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Fig. 18. Descriptions of the field test.
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Fig. 19. Tracking performance of serial firing sequence in a field test with a metal pole 2 m from the instrumented vehicle.

to the variance of their effective echo reflection area. Two algorithms, including an Extended Kalman filter (EKF) and an
Unscented Kalman filter (UKF), were designed for object tracking based on eight linearly arrayed ultrasonic sensors. The
algorithms were verified in two typical scenarios, one of which was passing by a metal pole of traffic signs or street lights
and the other one was overtaking by another vehicle. The sensors would fire at the same time (mutual firing sequence) or in
queue (serial firing sequence). Both EKF and UKF showed more precise tracking position and smaller RMSE (root mean
square error) compared to an advanced triangle method. Although both methods performed similarly in mutual firing
sequence, UKF had better performance than EKF in serial firing sequence. Thus, the proposed methods are capable of con-
tinuously tracking of both static and moving objects dynamically. The better performance of UKF indicates that UKF is more
suitable in the solutions to nonlinear systems. The effectiveness of the proposed methods encourages the application of cost-
effective ultrasonic sensors in the environment perception of intelligent driving systems.

The limitations of this study lie in the following two aspects: (1) The tracking capability of ultrasonic sensors studied in
this paper are for low speed situations. When applied in higher speed situations, the effect of wind cannot be neglected. Thus,
the measurement models of the ultrasonic sensors as well as the tracking capability of the proposed methods should be fur-
ther verified and discussed. (2) The work presented in this paper focuses on the solutions to single object tracking. Only one
object would appear in the detection range of the arrayed sensors at the same time. Since there would be multiple objects
presented simultaneously in the detection range in real traffic, the tracking capability of the proposed methods in multiple
tracking situations deserves to be analyzed in further studies. Besides, only sequential firing sequence was verified in the
field tests. Effectiveness of mutual firing sequence in dynamical object tracking situations still needs to be verified in further
field test studies, although it is believed to be effective from the knowledge presented in this paper.
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